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Beyond Effect Size: Consideration of the Minimum
Effect Size of Interest in Anesthesia Trials

Neville M. Gibbs, MD, FANZCA, and William M. Weightman, MB, FANZCA

outcome.?® After careful consideration of all factors, in-
cluding drug costs, they decide that the minimum clinically

worthwhile difference or fthreshold for clinical relevance’

.|This is their mimimum effect size oI Interest.

difference between the new drug versus control. They
accept 4 type I error rate of 5% [a = 0.05; i.e., P < 0.05 will

(B = 02, id

be considered significant), and a type II error rate of 20%

., power = 80% [power = the probability of

getting a stafisfically significant result if there is a true

difference = the specified mini i inter-
est]). =% icipate that the SD in both groups will be

abouf 10 mm Hg. |With these variables they requirg n=16

each group;

in each group.” (If they had chosen a minimum effect size =
of interest =

5 mm Hg, they would have required n = 63 in
alternatively, with n = 16 in each group, their

power would be reduced to around 29%.)”



THE ROLE OF THE MINIMUM EFFECT SIZE
OF INTEREST IN THE INTERPRETATION OF
CLINICAL TRIALS

Scenario 1: No Significant Difference

In a hypothetical scenario, the authors find that the mean
difference lis 6 mm Hg 195% CI —0.4 to 124 mm Hg), P =
0.06. They accept (or more correctly, fail to reject) their null

The importance of the minimum effect size of interest
and power when interpreting nonsignificant findings be-
comes clearer when we consider the possibility of smaller
true effect sizes. For example, let us say that the drug cost
turns out to be lower than expected and that most clinicians
would accept a 5 mm Hg difference as clinically worth-
while, rather than the 10 mm Hg used by the authors. How
then does the information from this trial help them in their
decision whether to use the drug? The answer is very little.
The trial was designed to have sufficient probability of
detecting a difference, given that the true difference is =10
mm Hg. It provides little information on the probability of

detecting a difference, given a true difference <10 mm Hg,.
I




Scenario 3: Slgmflcant leference and Observed
Effect < Mi ;| - o

In yet another hvpnthen{_al scenario, the authors find a
difference of 6 mm Hg J(95% CI 0.3 to 11.7 mm Hg), P =
0.04. They correctly conclude that there is a statistically
significant treatment effect. But what should they conclude
about whether the effect is clinically worthwhile? The
hypothesis they tested was that there was no difference
between the groups (null). The P value <0.05 supports
rejection of this hypothesis. However, it does not provide
information on the likely magnitude of the effect or
whether it is clinically worthwhile. To assess whether the
observed effect size is worthwhile, it is necessary to refer to
the minimum clinically worthwhile difference decided be-
fore the trial began, and which was entered as the mini-
mum effect size of interest in the power calculation (in this
case 10 mm Hg). Therefore, the correct conclusion is that
while there is a statistically significant effect in this particu-
lar trial (i.e., P << 0.05), the observed effect (6 mm Hg) is too
small to be clinically worthwhile (i.e., <10 mm Hg).
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asouT THis sournd A priorfsample size determination was not possible as we had no reliable
Institution: Chund €5timates of the variability of the differences in measurements between 2D

and 3D TOE methods. We performed a post foc power estimation of our
data to detect a 10% difference in EDV, ESW, and EF.

Cwford Journals = M

Left ventric _ —

The hias and precision (limits of agreement) of the three methods of
assessment measurements were compared using Bland-Altman analysis on a pairwise
EChDCEll'diﬂj basis {i.e. 2D vs xPlane, 2D vs 3D, xPlane vs 3D). The methods were
compared with pairwis

FPosr hoc power analysis indicated our study had over 90% power to detect
Reproducibility was as§ a 10% difference in EDVs and EFs and over 80% power to detecta 10%
variability. This was ex| difference in ESVs (two-sided analysis and alpha value of 0.05).

from a rdistribution withh 71 — 1 Gealees 0T Tecaon ang s or
agreement of the difference between the two measurements. Pairwise
comparisons of the mean differences {intra- and inter-observer) in EDV,
ESW, and EF between the three methods of measurement were assessed
with r~tests and differences in the standard deviation (i.e. a measure of
variability) of the intra- and interobserver differences between the three
methods of measurement were assessed with Ftests.

The Holm-5idak procedure was used to correct for multiple
comparisons. z

All statistical analysis was performed using 5tata™ 11 (5tata Corp LP,
College Station, TX, USA).
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Despite long-standing critiques of the conduct of underpowered clinical trials, the practice not only
remains widespread, but also has garnered increasing support. Patients and healthy volunteers

July 17, 20C

<Previous  continue to participate in research that may be of limited clinical value, and authors recently have
Special Co offered 2 related arguments to support the validity and value of underpowered clinical trials: that
meta-analysis may "save” small studies by providing a means to combine the results with those of
The C other similar studies to enable estimates of an intervention’s efficacy, and that although small
Clinic studies may notprovide a good basis for testing hypotheses, they may provide valuable estimates of
cottp na  reatment effects using confidence intervals. In this article, we examine these arguments in light of
Jana oop2  the distinetive moral issues associated with the conduct of underpowered trials, the disclosures that
are owed to potenfial participants in underpowered trials so they may make autonomous enrollment
decisions, and the circumstances in which the prospects for future meta-analvses may justify

individually underpowered trials. We conclude that underpowered trials are ethical in only 2

situations: small trials of interventions for rare diseases in which investigators document explicit
plans for including their results with those of similar trials in a prospective meta-analvsis, and early-

phase trials in the development of drugs or devices, provided they are adequately powered for
defined purposes other than randomized treatment comparisons. In both cases, investigators must

inform prospective subjects that their participation may only indirectly contribute to future health
care benefits.

y




J Rare disease

Very low incidence . J
to recruit enough participants?

.~

Treatments for congenitally abnormal fetuses: Fetal-hydretherax
Incidence: 1 in 10,000 pregnancies
p value: 0.05
B: 0.05
10% reduction in mortality (40% to 80%)
For 600 patients/group
Recruitment pool: 12,000,000




 First-in-Human Drug Trials

Limited knowledge regarding proper:
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Example 1

o2& HiE0ll St B== Al (n=20)

05+1.96 \/0-5(12;0-5)}:[0.28,0.72]



confldence Interval

77n=20
Not Significant

95% Probability

N

— _/
95% Confidencel.7
0.28 interval 0.72
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confldence Interval

77n=20
Not Significant

95% Probability

N

— _/
95% Confidencel.7
0.28 interval 0.72
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Explanation of p-percentile

Probability density function of

standard normal distribution




Probabiltly of obtaining a slignificant result

with various sample size

17n=20

Not Significant

95% Confidence
interval

Probability of a
significant result
=42.1%
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o2& HiE0ll tiSt B== Al (n=30)

,O.5+1.96-\/ 0'5(15;0'5)} =[0.36,0.64]



Probabiltly of obtaining a slignificant result
with various sample size

2ln=580
Significant Not Significant Significant

41 Jd L —]

Probability of a
significant result
= 82.4%




Probabiltly of obtaining a slignificant result
with various sample size

aln=62
Significant Not Significant Significant

Probability of a
significant result
= 90%
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‘ >O.5+1.96\/

(0.5x0.5)
N

x0.5) —1.28x,/(0.7x0.3)
Jn

) —1.28x,/(0.7x0.3)
-05

1.28><\/(O.7><O.3)]2
0.5)°

=614
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Fle Edit Wiew Tests Calculator Help

Central and nonce Correlation and regrassion
Means

Proportions I One group:[iﬁerence Frorn Constant

Varlances One group: Sign Test

Een=e Two dependent groups: Ineguality, McMernar test

Two independent groups: Inequality, Fisher's exact test
Two independent groups: Inequality, unconditional exact
Two independent groups: Inequality with offset, unconditional exact

Two independent groups: Inequality, z-Test
Multigroup: Goodness-of-Fit
. . i
Test farnily Statistical test -ld to dIStrlbUte G Power.
TTEstS - Carrelation: Paint biserial model for permission.
Type of power analysis pment and evaluation, but 1

A priori: Compute required sample size - given o, power, and effect size

Input Parameters Qutput Parameters

Tail{s) Cne e MNoncentrality pararmeter & :
: . ~ , and 10 {about 20 MB). Ple
Determine == Effect size |p| Critical t g

®err prob 0.05 Df 7 tDUI.

Poweer (1-p err prob) 0.85 Total sample size

Actual power g bﬂut 2 M B).

*=% plotfor a range of values Calculate
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File Edit “iew Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses

Test family Statistical test

Exact Proportion: Dift A prlorl }l\__i E‘I‘.I sst, ohe satmple case)

Twpe of power analysis

] EH
A priori; Compute require ple size - given o, pow TWO ‘j -

Input Parameters Output Parameters

Tail{s) | One Lower critical M

Detertmine => Effect size g Upper critical M

®err prob . Total sample size

Power {1-B err prob) . Actual power

Coaonstant proportion . Actual o

Options = plotfar arange of values

Calculate




Example 1

Table 2. Power analysis methods

Type Independent variable

Dependent variable

1. A priori I Power [1-f), significance level (], and effect size
2. Compromise Effect size, N, g=pla
3. Criterion Power (1-p), effect size, N

4. Post-haoc Significance level (a), effect size, N

5. Sensitivity Significance level (a), power (1-§), N

N

Power (1-§), significance level (a)
Significance level (a), criterion
Power (1-)

Effect size

M, sample size; g=p/a, error probability ratio, which indicates the relative proportionality or disproportionality of the 2 values.

An a priori analysis
— performed before conducting
planning stage of the study

Post—hoc analysis
—conducted after the comple




John M. 1

lllll

Post Hi

Marc Levint

First publisl

The Abuse of Power: The Pervasive Fallacy of Power
Calculations for Data Analysis

Conclusion

Post hoc power analysis/based on observed
results from a negative study Is inappropriate and

should not be recommended |by reviewers or

editors. Instead, reviewers should|focus on

whether thela priori sample size estimate| was
reasonable and whether the study met the target
enrollment. |After results are obtained, confidence

Intervals should be used|to estimate the magnitude

of effects that are statistically consistent with the
data.® ’ Thereafter,|it is up to the authors to

Interpret the potential clinical importanceor

application of the findings with due regard for the
observations of other investigators.
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File Edit ‘Wiew Tests Calculator Help

Central and noncentral distributions  pProtocol of power analyses

Test family Statistical test

Exact Propottion: Difference from constant (hinomial test, one sarmple case)

Twpe of power analysis

A priori; Cormputes vennivad ssenla cize - giyen o, power, and effect size

Input Parametar: C“Ck ot N NR O] cA
Tail{s) | Twa A Q Ol E:I_ 7
Effect size g ¥

0543  —— |
o ert prob ¢ ;ﬁ;ﬂ
7

Paower {1-p err prab) Actual pawer

Canstant prapartion

Aoctual o 7 Calc P2 from .. Fropartions
(") Difference P2 - P1
() Ratio P2 {PI

(® Odds ratio P2 0.55

1.222222 S¥hc values

P1 0.5

Calculate Effect size g

I

Calculate and transfer to maih window

Optians *= plotfor arange of values Calculate Close




Example 1

et HIZ0) St BES A




iy, G*Power 3.1.9.7

File Edit ‘Wiew Tests Calculator Help

Central and noncentral distributions  protocaol of power analyses

Test farnily Statistical test

Exact Propoartion: Difference from constant (binormial test, one sample case)

Type of power analysis

A priori: Compute required sample size - given o, power, and effect size

Input Parameters Output Pararmeters
Tail{s) | Two v Lower critical M ¥
Detertmine == Effect size g Upper critical M ¥
Calc P2 from ... Propartions O 7 o I a-"
® err prob 0.05 Tatal sample size 7 . (— B |

() Difference P2 - P P m
Pawer ¢(1-p err prab) U.ﬂ Actual power ¥

() Ratio P2 P
. ?
Constant proportion 0.5 Actual o ’ (®) Odds ratio Pz m

‘ 1.222222| Sync values

Click

Calculate Effect size g

Calculate and transfer to main win

Close

Options *=% plotfor arange of values
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File Edit “iew Tests

Central and noncentral distributions

Test family Statistical test

Exact

Twpe of power analysis

Calculator

Help

Protocol of power analyses

Propartion: Difference from constant (hinomial test, one sample case)

A priari: Cornpute required sarple size - given o, power, and effect size

Input Pararneters

Determine =

o err prab

Effect size g 02000000

Output Parameters

Power {1-p err prob)

Constant propartion

Tail{s) | Two s Lower critical M ?
Upper critical M 7
0.0s Tatal sample size ?
0.9 Actual power [
0.5 Actual o [
Options #-% plot for a range of values m

Calc P2 fram ...

() Difference P2 - P1
() Ratio P2 {P1
@Odds ratio

| 2.333333‘

P I ey

Click

Propartions

-
g
Swnc values

sfer to main window

Close
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File Edit ‘“iew Tests Calculator Help

Central and noncentral distributions  protocal of power anabyses

critical N =41

Test family Statistical test

Exact Prapartion: Difference from constant thinomial test, one sample case)

Twpe of power analysis

A priori; Compute required sample size - given &, power, and effect size

Input Paratmeters Qurput Pararmeters

Tail{sy Two ~ Lowier critical b

24.0000000

Determine == Effect size g 0.z000000 Upper critical M

41.0000000

® &ft prob 0.05 I Total sample size

65

Power {1-P err prob) 0.9 Actual power

09100439

Constant propartion 0.5 Actual o

0.0453535

Options *=" plotfor arange of values

Calculate
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>05+196J

(0.5x0.5)
N

x0.5) —1.28x,/(0.7x0.3)

Jn
~1.28x,/(0.7x0.3)
-0.5
1.28><\/(O.7><O.3)]2 =
0.5)° =

=65
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File Edit ‘“iew Tests Calculator Help

Central and noncentral distributions  Protocaol wer analyses

critical N =41

Test family Statistical test

Exact Prapartion: Difference from constant thinomial test, one sample case)

Twpe of power analysis

A priori; Compute required sample size - given &, power, and effect size

Input Paratmeters Qurput Pararmeters

Tail{sy Two ~ Lowier critical b

24.0000000

Determine == Effect size g 0.z000000 Upper critical M

41.0000000

® &ft prob 0.05 Total sample size

65

Power {1-P err prob) 0.9 Actual power

09100439

Constant propartion 0.5 Actual o

0.0453535

Options *=" plotfor arange of values

Calculate
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‘File Edit ‘“iew Tests Calculator Help

Central and noncentral distributions Protocaol of power analyses

Exact - Proportion: Difference from constant (binormial test, one sample case)

Options: o balancing: o2 on each side
Analysis: A priori: Compute required sample size
Input: Tailis) : = Twao
fi, MName of p
S [1] ——Sunday, Seprember 05, 2021 —— 167100/ ©
Exact - Proportion: Difference from constant (binomial test, one sample case)
v @ L pC Options: o balancing: /2 on each side«
LR Analysis: A priori: Compute required sample size « 7171
B Deskto Input: Tail(s) = Twow
¥ o Effectsize g — 0.2000000¢
B =8y
2 2 o err prob = 0.05+¢
- ;Il Power (1-Berr prob) = 0.9«
) 2 Constant proportion = 0.5+
soEAC Output Lower critical N = 24.0000000+
T Upper critical N = 41.0000000+
B sAMSL Total sample size = h5«
s USE D Actual power = 0.9100439+
M =2 & Actual o = 0.0463535« *
IE ]
0y v
~ Z0 777 [

Options #=% plotfor a range of values 1
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File Edit ‘iew | Tests Calculator Help

Central and nonce Correlation and ragression

Means

Proportions
Wariances

Generic

Test farmily Statistical test

trests w Correlation: Paint biserial model

Twpe of power analysis

A priori: Compute required sample size - given o, power, and e

Input Parameters Qutput|
Tail{s) | Onhe ~ Marnce
Determine == Effect size |p|
o err prob 0.05
Power {1-p err probd 0.95

=% plot far a range of values

One group: Difference from constant

Cne group: Wilcoxon (non-parametric)

Two dependent groups (matched pairs)

Two dependent groups (matched pairs), ‘Wilcoxon (non-parametric)
Two independent groups

Two independent groups: Wilcoxon (non-parametric)

Many groups: ANCOWA: Main effects and interactions
Many groups: ANOWVA: One-way (one independent variable)

Many groups: ANOWA: Main effects and interactions {(two or more independent wvariables)

Repeated measures:
Repeated measures:
Repeated rmeasures:
Repeated measures:
Repeated measures:
Repeated measures:

Between factors, AMCOVA-approach

Batween factors, MANCOWA-approach

Within factors, ANOWVA-approach

within factors, MANOWA-approach
within-between interactions, ANCOVA-approach
Within-between interactions, MANCWA-approach

Multivariate: Hotelling T2 one group

Multivariate: Hotelling T2 two groups
Multivariate: MAMOWA: Global effects
Multivariate: MANOWA: Special effects and interactions

AT T

Actual power

Calculate
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Post—hoc power analysis
e &SHe &
Visual analogue s

Drug A(n=30): 7 +
Drug B(n=30): 5 +
2—tailed

FoA+E 5%

288 ?
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Central and noncentral distributions  Protocaol of power analyses

Test family Statis POSt hOC }j Q]H

ttests fean At tmeans (wo groups)

Twpe of power a

A priari: Comp quired sample size - given o, power, and effect size
Input Pararneters Output Parameters
Tail{sy | Cne b Moncentrality parameter & !
Determine =% Effect size d Critical © [
o err prob 0.05 of 7
Power (1-B err prob) 0.95 Sample size group 1 ¥
Allocation ratio M2 /M1 1 Sample size group 2 ¢
Total sample size ¥
Actual power ¢

=" plotfor arange of walues Calculate [

e ——— =
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Post—-hoc power a|
& e &ASHQ S
Visual analogue sc

Drug A(n=30):7 *+
Drug B(n=30) 5 +

2—tailed
FoA+E 5%

288 ?
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Central and noncentral distributions  Protocaol of power analyses

Test family Statistical test

ttests Means: Difference between two independent means {Bvo groups) ®] nl 1= nz

Type of power anakysis | Mean group 1

Past hoc: Carng ‘en o, sample size -l-W()/L_| E%H

Click

Mean group 2

a
1
S0 owithin each group 0.5
ot
_ 0 O5OI A
Tailisy Twao M . = /M &
@ nl =nz
i ?
Effect size d 2N Ol a:l alt ! Mean group 1 I:l
o err prob Df ?
: 300| aﬂ Mean group 2
Sample size group 1 = ™/ 12)] Y
Sarnple size group 2
Calculate Effect size d

Calculate and transfer to main window

Close

=% plotfor a range of values Calculate




Example 2

= TWZO| im0l (gt BES HIA

P

Post-hoc power &
e 3K S
Visual analogue s

Drug A(n=30): 7 + 3
Drug B(n=30): 5 + 2
2—-tailed
F2A+E 5%

a3 ?




e
File Edit w Tests Calculator Help

Central and noncentral distributions  protocol of power analyses

Test family Statistical test
ttests e Means: Difference between two independent means {wo groups) e
Type of power analysis D nil=nz
Post hoc: Cormpute achieved power - given o, sample size, and effect size ~ 1 Mean group 1 0
Mean group 2 1
Input Pararmeters Qutput Pararmeters 70| =
Tail{s) Two ~ MNoncentrality parameter & ? S50 awithin each group _ =
Eifect size d criticalt . holed
@ nl =nz2
o err prob 0.05 Df P Ol A
s Mean group 1 'q e =
Sarnple size group 1 30 Pawer {1-f err prob) P olad
Mean group 2 2 =
sample size group 2 30
S0 ogroup 1
S0 ogroup 2 CI. k
Calculate Effect size d

Calculate and transfer to main w

#=% plotfor arange of values Calculate
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Central and noncentral distributions  protocol of power analyses

Test family Statistical test

L tests Means: Difference between two independent means (wo groups)

Twpe of power analysis ] nll=nz

Paost hoc: Compute achieved pawer - given o, sample size, and effect size Mean group 1

Mean group 2
Input Pararmeters

Qutput Parameters |

0
1
| . .
Tail{s) | Two - Moncentrality pararmeter & 7 | S0 owithin each group 0.5
|Deterrr1ine == I I Effect size d 07544645 Critical t ¥
@ nl =n2
o efr prob 0.05 of 7
Sample size group 1 30 Power (1-B ert prob) ?
| Mean group 2
Sample size group 2 30
Calrilare Fffart cize d 0 7844645

Close

*=% plot for a range of values

Calculate
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Calculator

Central and noncentral distributions

Help

Protacol of power analyses

critical t =2.00172

-

Statistical test

Test fammily

ttests A

Type of power analysis

Input Pararmeters
Tail{s) | Twa

Effect size d

Post hoc: Compute achieved power - given o, sample size, and effect size

S

07844645

o err prob

Means: Difference between two independent means {owo groups)

Output Parameters

Moncentrality paratmeter &

Critical t

Sample size group 1

30382179

20017175

Sample size group 2

0.a5 Df 55
30 I Power {1-p err prob) 08479274
30

#=% plot for a range of values

Calculate
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which to base them."
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File Edit ‘“iew Tests Calculator Help

Central and nonce Correlation and regression > |
heans » One group: Difference from constant
Proportions > Cne group: Wilcoxon {(non-pararetric)
WVariances » Two dependent groups (matched pairs)

Generic » Two dependent groups (matched pairs): Wilcoxon (non-pararetric)
I Two independent groups I

Two independent groups: Wilcoxon {non-parametric)

Many groups: ANCOWA: Main effects and interactions
Many groups: ANOWA: One-way (one independent variable)
Many groups: ANOWA: Main effects and interactions (two or more independent variables)

Repeated rmeasures: Between factors, ANOVA-approach

Test farmily Statistical test Repeated measures: Between factors, MANOVA-approach
ttests ~ Correlation: Point biserial model Repeated rmeasures: Within factors, ANOWA-approach
ToPe & PEey aneisie Repeated measures: Within factors, MANCWVA-approach

A priori: Compute required sample size - given o, power, and e Repeated measures: Within-between interadions, ANOWVA-approach

Repeated measures: Within-between interactions, MANOWA-approach
Input Parameters Output |

o . .
Tailis) | One » — Multivariate: Hotelling T2 one group

- : Multivariate: Hotelling T2 two groups
Determine => Effect size |p| o
Multivariate: MANOWA: Global effacts

Multivariate: MANOWA: Specal effects and interactions
Power {1-p err prob) 0.95 JuLar sanpe s :

® err prob 0.05

Actual power ?

X-% plotfar arange of values Calculate




iy, G*Power 3.1.9.7
File Edit ‘“iew Tests Calculator Help

Central and noncentral distributions  protocol of power analyses

Test family Stat

L IA EH
Ltests v he A prlorl ‘—-I — rpendent means (Ao groups) v

Type of power

A priori; Camp quired sample size - given o, powe TWO}S E_‘H R

Input Pararmeters Output Parameters

Tail{s) | One Maoncentrality pararmeter & ¢

Effect size d Critical t ?
o efr prob 0.05 Df h

Power (1-f err prob) 0.35 Sample size group 1 ¢

Allocation ratio M2 M1 1 Sample size group 2 ¢

Total sample size h

Actual power ¢

X% plotfor a range of values Calculate




Example 3

= W] HIml0ll (S BES HIA

//

Ol APON R
- Effect size 0| &

Effect size
Small: 0.2
Medium: 0.5
Large: 0.8

ROYLE 1%
2 5%




i
File Edit ‘iew Tests Calculator Help

Exa Central and noncentral distributions  Protocol of power analyses

Test family Statistical test

Ltests w Means: Difference between two independent means wo groups)

Twpe of power analysis

A priori; Compute required sample size - given o, power, ~od oo sies

Cursorg 9 Xl&

Input Pararmeters

Tail{s) Two e 0_01 g é.-" !

Determine =2 Effect size d ' n QR ol 24 ¥
o err prah 0.0 .dl a__T o i

Power (1-P err prob) 8 1 = ™ h

Allocation ratio M2 M1 Sample size group 2 h

Total sample size ¢

Actual power h

x=% plot far a range of values Calculate



fiy, G*Power 3.1.9.7
File Edit “iew Tests Calculator Help

Central and noncentral distributions  Protocaol of power analyses

Test family Statistical test

ttests = Means: Difference between two independent means {wo gQroups) =

Type of power analysis

Aopriori: COmputd Effect size conventions pPWwer, and effect size ~

d = .20 - small

Input Parameters | 4 = .30 - medium Qutput Parameters

d = .80 - large Moncentrality pararmeter & ?

Determine == Effect size d Critical t [
o err prob Df ¢

Power (1-p err prob) 0.85 Sample size group 1 ¢

Allocation ratio M2 M1 1 Sample size group 2 ¢

Total sample size ¢

Actual power ¢

*=Y plotfor a range of values Calculate




fiy, G*Power 3.1.9.7
File Edit “iew Tests Calculator Help

Central and noncentral distributions  Protocaol of power analyses

Test family Statistical test

ttests = Means: Difference between two independent means {wo gQroups) =

Type of power analysis

wer. and effect size ~

0.5 &4

A priori: COMpUtd Fffect zize conventions
d = .20 - small

Input Parameters | 4 = .30 - medium

d = .80 - large Moncentrality pararmeter & ?

Determine == Effect size d Critical t [
o ert prob 0.01 of 7

Power (1-p err prob) 0.85 Sample size group 1 ¢

Allocation ratio M2 M1 1 Sample size group 2 ¢

Total sample size ¢

Actual power ¢

Click

Calculate

*=Y plotfor a range of values




iy, G*Power 3.1.9.7

File Edit “iew Tests Calculator Help

Central and noncentral distributions  protocol of power analyses

critical t =2.59301

T

0

Statistical test

Test farmily

ttests w Means: Difference between two independent means (tyvo groups) =

Type of power analysis

A opriori; Compute required sample size - given o, power, and effect size

Input Pararmeters Output Pararneters

Tail{s) Twa b Moncentrality pararmeter & 42573466

Dretermine == Effect size d Critical t 2.5930077
o err prob 0.01 Df 88

Power {1-p err probd 0.95 Sample size group 1 145

Allocation ratio M2 M1 1 Sample size group 2 145

Total sample size 290

Actual power 0.9512341

=% plotfor a range of values Calculate
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